18. ‘Use ‘Stirling’s formula to find 7(1.22) from the

following table.
"x: 10 L1 12 . 13 1.4
f(x): 0.84147 0.89121 0.93204 0.96356 0.98545
x: 1.5 1.6 1.7 - 1.8

f(x): 0.99749 0.99957 0.99385 0.97385

19. Ten competitors in a beauty contest are ranked by
three judges in the following order - ‘

ucmmmH“ 165 10 3 2 4 9-7"'8
JudgeIl: 83 5 8 4 7 10°2 1 6 9
JudgeIll: 6 4 9 8 1 2 3 10 5 7

Use rank o‘oﬁ.m_mﬁmb oommmowmhn to determine
which pair of Judges has the nearest approach to
common tastes in beauty. )

20. Find the standard’ mmimﬂob of the binomial
distribution. - o :

4 S.No. 233

Time : Three hours

.. H%Emuﬂ | _

S.No. 233

Q.“.os the candidates wmainm& from mouqlmoH.m onwards)
P.G. UMQEWH HEHZ?EOZ, NOVEMBER 2018
| Second mmﬁwmﬁma , S
NUMERICAL AND STATISTICAL gmﬁmo.bm
, Maximum : 75 marks

PART.A — (10 x 2 = 20 marks)
. Answer ALL questions.

1. What is the order of convergence of Newton-
Raphson method? )

2. - Explain bisection method.

i

Solve by Gauss elimination method, 11x+3y =11,
2x+ 7y =16.
What is iterative method?
What is interpolation?

_ Write Newton’s forward formula for Enwnwo_mﬁon.
Write the property of coi.&mﬂos,ooommﬁmsﬁ. .

- Write any two uses of regression analysis.
What is the mean of the binomial distribution?

10. Write any &.So properties of . the normal
_distribution. :

© o O
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. PART B'— (5 x 5 = 25 marks)
" Answer ALL questions.

11. (a) Solve for a positive root of x®-4x+1=0,
using regula falsi method. '
: Or
(b) Use Newton-Raphson method to find the
value of /5 .

12, (a) Solve the following system of on:wﬁo:m by
Gauss elimination method.

x+2y+z= wm.x+w.<+wm 10, 3x-— Q+mm 13

.Or

(b) . Solve the following system of equations by
Gauss-Jordan method

10x+y+2=12, H+How+m 12,
x+y+10z= 12 . .
13. (a) Find the value of y when x..h‘.mm from the

following table.
x: 20 23 - 26 29
y: 0.3420 0.3907 0.4384 0.4848

Or
dx by using

(b) Evaluate ,-,MHHR
(i) Trapezoidal Rule.
(ii) mrwvmos,m. obm-nrwwm. Rule.

2 SNo.233

14. ' (@) Making use of the data summarized below,
calculate the coefficient of correlation.
.Niwoampospm:w
¢ X.: 9 4.6 9 11 13 8 4

Or

(b) Find the regression equation of Y on X from
... the following table:

X: 25-28 35 32 31 36 29 38 34 32 .
Y: 43 46 49 41 36 32 31 30 33 39

15. (@) A coin is'tossed 'six times. What is the
probability of obtaining four or more heads.

Or

(b) The mean weight of 500 male students in a

certain college is 151lb and the standard

deviation is 15lb. Assuming the weights are
normally distributed, find how many
students weight between 1201b and 155lb.

PART C — (3 x 10 = 30 marks)
Answer any THREE questions. o
16. ~ Find the positive root of x® —x—1=0correct to 4
decimal places using bisection method.

17. Solve the following system of mncmﬁoum by Gauss-
- Seidel method.

Hoxlmv.lmmnw, 4x-10y+32=-3,x+6y+102=-3

3 . S.No. 233
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(6 pages)

- S.No. 231 [17PMAE03

(For the candidates admitted from 2017-2018 onwards)

M.Sc. DEGREE EXAMINATION,
NOVEMBER 2018.

mm,oobm Semester
Mathematics
H.uHm CRETE MATHEMATICS
" Time : Three hours R | Maximum : q_m marks
PART A — (10 x m = 20 marks)
Answer ALL questions.

1. Construct the truth ﬁmEm of the p A I_Q —=>(pArQq).

2. Define Predicate.
3.  State the Sum rule principle.

4.  State the Pigeonhole principle.
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12.

13.

()

(b)

@

(b)

If n is a positive integer and r is an integer

with 1<r<n, then prove that there are
P (n,r)=n(n-1)-(n-2)..(n-r+1),

r — permutations of a set with n distinct
elements.

Or
Prove that the number of different
permutations of n objects, where there are
n, indistinguishable objects of type 1, n,
indistinguishable objects of type 2, ..., and
n, indistinguishable objects of type Fk, ‘is

n!

nln,tl.n,!

A computer system considers a string of
decimal digits a valid codeword if it contains
an even number of 0 digits. For instance,
1230407869 is valid, whereas 120987045608
is not valid. Let a, be the number of valid

n-digit codewords. Find the recurrence
relation for a, . :
Or

Find all solutions of the recurrence relation
a, =3a,:,+2n. What is the solution with

a; =3.

3 S.No. 231

14.

15.

16.

)

(a) mro.é that  the distributive  law
x(y +2) = xy +xz is valid.
Or
(b)  Construct circuits that produce the following .
outputs: -
@ x(y+2z)
(i) (x+y+2)(Xxyz).
(a) S.Emn wﬂm the "Kleene closures of the sets
A={0}, B={0,jand C={1,1}? .
Or
Construct a Turing Machine for adding two
nonnegative integers.
PART C — (3 x 10 = 30 marks)
Answer any THREE questions.
Show that
@ lp—>qand pa g
® lpv(lpag)and TpaTlg

are logically mnc?&.mbn by developing a
series of logical equivalence.

4 . S.No. 231
[P.T.0.]
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17.

18.

19.

20.

How many Poker hands of five cards can be dealt
from a standard deck of 52 Cards? Also how many
ways are there to select 47 cards from a standard

deck of 52 cards?

. ) . Y
Use generating functions to’ find the number of **+

ways to select r objects of n different kinds if we

must select at least one object of each kind.

Use K-maps to minimize these m,c.B..om.Umoch“
expansions :

@ z+xyZ+xXyz+Xyz

() Fz+JE+Eyz+ETyE+ETZ

© xwz+xyZ+xyz+Xyz.

Construct deterministic finite-state automata that
recognize each of these languages.

(a) . The set of bit strings that begin with two 0’s

‘(b) The set of bit strings that contain two

consecutive 0’s

5 ~ S.No. 231

©

()

The set of bit strings that do not contains
two consecutive 0’s ]

The set of bit strings that end with two 0’s.

The set of bit strings that contain at least '

two 0’s.

6 ~ .S.No. 231
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16.

17.

18.

19.

SECTION C — (3 x 10 = 30 marks)
Answer any THREE questions.

dy _ dy :
Solve e w+u 2 =x—-y°> with y(0)=2,

z=(0)=1 to get y(0.1), ¥(0.2),2(0.1) mbm 2(0. mv
approximately by Taylor’s mHmoH.:urB

Approximate y and z at x=0.1 zmms.m Picard’s

method for the solution. to the equation dy = 2z,
. dx

dz . i | .

Mm =x3(y+ z), given that y(0)=1 and z(0) = W .

Using Runge-Kutta methods of fourth oamﬁ solve
for y(0.1),y(0.2) and y(O. wv given that y' = xy + y2,

y(0)=1.

Solve Uy tU,, =0 Iin 0<x<4, 0<y<4, given
2

that u(0,y)=0, :ELQ =81.2y: u(x,0)= X and

2
:AR.AVHRW. Take h=Fk=1 and obtain the result

correct to one decimal, using Liebmann’s iteration

process.

Solve the equation Vi = ~10(x® + y* +10) over
the square mesh with sides x=0, y=0, x=3,
y=3 with =0 on the boundary and mesh

length = 1.

4 S.No. 228
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11.

12.

Define diagonal five point formula.

‘Define gird points.

Write the formula for Crank-Nicholson scheme.

How will you classify partial differential equation -
. of second order?

SECTION B — (5 x 5 = 25 marks)

N Answer ALL questions.

(a) Using Taylor's - series method, solve

D _
dx
04.

Or

() Using >&m5m-wm~.mvmo§w method, find y(1.4)
given y'=x*(1+y), y(1)=1, y(l.1)= 1.233, .

¥(1.2) =1.548 and y(1.3)=1.979.

(a) Use Picard’s ‘method to approximate_ the

value of y when x = 0.1, 0.2, 0.3 given that
¥=1 when x=0 and y=1+xy.

) Or
dy

(b) mo?.m ——=1-y, .u\ﬁovno.mn ‘the range

dx
0<x<0.3 using Euler's method.

2 " S.No. 228

=x’-y, y(0)=1 at x=0.1,0.2,0.3 and

18.

14.

15.

(@)

)

(a)

ON

. Apv.

(b)

Apply " Runge’s " method to find an
approximate value of y when x=0.2 given
that' y'=x+y and ¥(0)=1.

Or .
Given y'=x% -y, ¥(0)=1 find (0.1), ¥(0.2)

. using Runge-Kutta method of second order.

Classify the mo_._oimbm equations.
@ u,, - m:& +9u,, —17u, =0
@) 3u,, +u,, —4u,, +3u, =0.

-Or

State Standard Five Point Formula (SFPF)
and Diagonal Five Point Formula (DFPF).

-Solve the Laplace equation Uy +u, =0

inside a square region bounded by the lines
x=0, x=4,. y=0, "y=4 given that

u=x%% at the boundary, using relaxation

technique.

Or :
Solve  u,=4u,  with the boundary
conditions u(0,¢) =0=u(4,), u,(x,0) and
u(x,0)=x(4-x).

3 S.No. 228
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16.

17,

18.

19.

20.

SECTION C — (3 x 10 = 30 marks)
v Answer any THREE questions.

State and Prove Brachistochrone problem.

Using only the basic necessary oosmwmms sl =0,
find ‘the curve on which an extremum of the

X 12 \/2
functional I[y(x)] = _. { dx,y(0) =0 can
. Q .

be achieved .if the second boundary co::n, (%1, 21)

can move  ‘along  the circumference

(x-9Y +5*=09.
Reduce the following mogm.ﬂ% value problem into
- 2 3
an integral equation: M|.w + Ay =0 - with
i ) .
#0)= 5@ =0.

Derive the solution of Fredholm .H.Enmm.n& equation
of the second kind using mw@ﬁ.wEm kernel method.

State and prove EEUS.“_“ — Schmidt theorem.

4 . _. . S.No. 238
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10.

11.

12.

Write the Volterra integral equation of the monobm
kind. ;

Define ooBme Hilbert space.

.When we say the ou?obonamy m%memE of function.

is normalized.

SECTION B — (5 x 5 = 25 marks)
~Answer ALL questions.

continuous function

b .
7(x), ._. #(x)7(x)dx = 0O where #x) is

(@) If for every

continuous in the closed interval [a,b] then
show that ¢(x) = 0 on [a, b].

Or

(b) Find the H:HmH-OonmmmmmW% equation . for

| Iu(x, y)] = _.._. ﬁwlmuw% MWNWN dxdy where

oy

the values om u . are wwmmoﬁvm& on the -

boundary I of the domain D.

(@) Find the extremals with corner points of the ;

functional

@)= [ %0 - ).

x

Or -

2 'SNo.238

13.

14.

15.

(b)

(a)

)

(a)

()

(2)

®)

Find the shortest path from the point &A.N 3)
to the point B(2, 3) located in the region
y < %2,

) . 2\3/2 .
Show that the function y(x) = Q +x2) 7 isa
solution of. the Volterra integral equation

, = — t)dt .
¥) 1+x? _.H+xn ’¢)

Or

Convert the differential equation
¥+ Axy = f(x),5(0) = 1,5'(0) = 0.
R . 1
‘Solve : y(x) = f(x) + p.ﬂ xt y(t)dt .
. 0
> :
m,:a the resolvent kernel of

¥&)= F) + : e y(t)dt .

Find the eigen <mHzm of gm symmetric
integral equation

y(x)= (x +1)* + ._. wt + x vv,@& by using

.méumuﬂ-mgnﬂan ﬁroome

Or

Explain  Gram- m‘orn:&

orthogonolization
Bmﬁrom .

'3 . S.No. 238
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18.

19.

20.

(b) For each real number ¢ the set {x: f(%)2 a}
is measurable.

(¢ For each real number e the set {x: \ASA a}
is measurable.

(d) For'each real number ¢ the set {x: f(x)<a}
is measurable. These statements imply

(e) For ‘each extended real HEBUS. a the set
{x: f(x)= @} is measurable.

.

Let \ be defined and bounded on a measurable
set E  with - mE  finite. In order that

f = : v
Wmﬁ ._.S (x) dx = wwwm_.sAxv dx - for all simple

mc:oﬁobm @ and y . Prove that it is necessary -and
sufficient that f be measurable.

If 7 is .mvmo_:nmd\ oobﬁbzocm on T b] and
f'(x)=0 almost m<m~.%<§$.m gm: prove that f is
constant.

IfE, ¢ B, uE, < mbm E, UH_: then prove that

D mw lim uE,
n—>ow " X
Prove that the class @ of /* - measurable sets is
a o-algebra. If 7 is u* restricted to @, then 1
is a complete measure on g.

4 - S.No. 237
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(For the candidates admitted from 2017-2018 onwards)
M.Se. Ummwmm FEZHZ»,HHOZ Zoswgwmm 2018.
Third mmBmmamn
gmnwmwgmaom

MEASURE THEORY AND INTEGRATION

_ Time : Three hours s . Maximum : 75 marks

- SECTION A — (10 x 2 = 20 marks)
Answer ALL questions. -

1. Define countable subadditivity.
2.  Define outer measure.

3.  Define mmmv function.

4. Ummmm simple function.

5.  Define the set of four derivatives.

b 6. .Umﬁmum absolutely continuous.

7. Define mutually singular.

8. = Define saturated.




9. Define regular.
10. Define semi algebra.
SECTION B — (5 x 5 = 25 marks)

Answer ALL questions.

11. (a) Let A be any set, ' and E,..E a.

n

finite sequence of - disjoint measurable

set: Then prove - that
m*(Aﬂ [ Ei])= > m*(An E)).
i=1 i=1
Or

(b) Let E be a measurable set of finite measure,
and (f,) a sequence of measurable functions =

defined on E. Let f be a real-valued

function such that for each x in £ we have

fu(x) > f(x). Then prove that given €> 0

and §>0, there is‘a measurable set Ac E
with mA<& and an integer N such that for .

all x ¢4 and all n>N, [ £, (x) - f(x)l<e

12, (a) State and. prove bounded cdnvergence i

theorem.
Or
(b) State and prove monotone 'convergence_.
theorem. : SEITY .
2 i S:No. 237

13.

-~ 14,

Sl

.16,

(a)

(b)

(a)

()
(a)

()

‘measure.

Show that a function f of bounded variation

~on [a, b] if and only if f is the difference of

two monotone real-valued functions on [a, b].

Or
Show that if f is absolutely continuous on

[a, b], then it is of bounded variation on
[a, B].

If fand g are nonnegative measurable
functions and a and b nonnegative

constants, then prove jaf +bg=a If +b jg

Or
State and prove Lebesgue decompos1t1on

 theorem. '

Show that the set function ‘#* is an outer

, Or
State and prove Fubini theorem.

. SECTION C — (3 x 10 = 30 marks)

Answer any THREE questions.

Let f be an exteknded real-valued function whose

domain is measurable. Then show that the
followmg statements are equivalent:

(a) For each real number a the set {x f (x)> al

1s measurable

3 S.No. 237
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17.

18.

19.

20.

; — ‘em.
State and prove the uniform limit theor

Prove that if L is a linear continuum 11 the Ol'dlel'
topology, then L is connected, and S0 are the
intervals and rays in L. '

State and prove the Lebesgue number theorem. .

State and prove Ul'j(sdhnlnétrization theorem.

4 S.No. 236

S.No. 236 | 17PMA09

(For thé candidates admitted from 2017-2018 onwards)
M.Sc; DEGREE EXAMINATION, NOVEMBER 2018..
| | Third Semester-
Mathematics
TOPOLOGY
Time : Three hours Maximum : 75 marks
SECTION A — (10 x 2 = 20 marks)
Answer ALL questions. :

1. Define topological space.

2. Define limit p'oi'nt.
3.  Define homeomorphism.
4.  Define product topology.

5. Define linear continuum.

6 Define components.

7.~ Define isolated point.

Lioia]
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8.  Define limit point compact.

9.  Define regular.

10. Define completely normal.

11. (a)
(b)
12. (a)
0

SECTION B — (5 x 5 = 25'marks)-
Answer ALL questions.

If X is a set and if B is a basis for a topology

~Ton X. Then prove that T equals the

collection of all unions of elements of 3B.

Orl ,'

Prove that every ﬁmte point “set 1n a

Hausdroff space is closed.

State the rules for constructing continuous
functions. Let d and d! be two metrics on the

set X, let Tand T’ be the topologies they

induce, respectively. Show that 7’ ‘is finer

than T if and only if for each x in ‘X and

each €>0, there exists a’ 5 >O such that
B,(x,6)c B (x €)..

Or'

‘State and prove the sequence lemma,

2

S.No. 236

State and'.prove intermediate value theorem.

Or

Prove tha't a space X is locally connected if
and only if for every open set U of X, each

- component of Uisopenin X.

Prove that every closed subspace of a
compact space is compact,

Or

State and prove the extreme value theorem.

Let X be a topological space. Let one- point

-sets in X be closed then prove that X is -
regular if and only if given a point x of X and

a neighborhood U of x there is a

. neighborhood V-of % such that V cU.

13. (1)
- (b)

14. (a)
i (b)
.15, (a)
(b)

Or

Show that every compact Hausdorff space is
normal.

SECTION C — (3 x 10 = 30 marks)

Answer any THREE questions.

16. Let A be a subset of the topological space X; let A’

be the set of all limit points of A. Then show that
A=AUA'. :

3 -‘ S.No. 236
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Answer ALL questions.
Define irreducible operator.
Define adjoint operator.

Define mixed boundary value problem.

Write Laplace equation in cylindrical coordinates.

State Robin’s boundary condition.

11. (a)-

®)

SECTION B — (5 x 5 = 25 marks)
Answer ALL questions.

If u=f(t+iy)+g(x-iy), where f and g

u  d%u
S+ =0.
ox mu\m

arbitrary functions, show that
Or

Oobmﬁ.:oﬁ an operator adjoint tg the H.mgmom
operator given by L(u) = U +u,

S.No. 235
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13. (@ Theends A m.wm.m of m. rod, 10 cm 1n F.Emﬁr

(b)

are kept at temperature 0°C and-

100°C respectively until the steady state
condition prevails. - Suddenly the

temperature at the end A4 is increased to

20°C and the end B is decreased to 60°C.

* Find the temperature distribution in rod at

time ¢. . _

Or

Derive the &msﬁ.ou equation wb..oﬁwb@io&

oooH.&smﬁmm_ and thus find

its general
solution.

3 . S.No. 235
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SECTION C — (8 X 10 = 30 marks)

?bmi.mu any THREE questions.

| \2
16. Prove that for the equation gz +H z=0" ﬁrm
L - mamu\ 4
Green’s function . 1is given' ,c%

w(x, y, & 1)=d o= (-} where Jo(z) i

the Bessel function of first WE@ and of order zero.

17. Derive the solution for Eamﬁou U:.:"Emﬁ E.oEmE
for a oﬁ.&m

18. If 6(r, t) satisfies the equation

'0 106 1 26
or: ror - w mﬁ
®) 6(,0)=f(a),0<r<a -

© w%!l& at r=a, Vt>0.
r

Then show that

OA#AQ nVO

(a)

o0(r, t) = NMA%-; Jo(&r) ? :&&@E&

> 22\ do(&a)l 5
where the sum is taken over the positive roots
(S S S of the . equation

hdy(ag;) = &dJ(asg).

5 .m.Zo. 235
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16.

17.

18.

19.

20.

PARTC—(3x10=30 marks)

Answer any THREE questions.

If f(z) is analytic in a region Q, oornmmsmsm a then
prove  that it is possible to write

| \Aav :oﬁ N
\ANVI\.AQV+ I ANIQV+\MA_ VAN.l Qv +ot+

?-:Q ,
\mz - HAV _v AN - Qv:L +£, ANV (= I,Qv; ;

Where f, (2) is analyticin Q.

State and prove argument principle.

Prove that the function w:ANv is harmonic for

[f|<1 and lim, ., P;(z)=U(8,) provided that U--

is continuous at 6, .

Prove. that a family of analytic or meromorphic
functions f is normal in the classical sense it and

2r'=)]
1+fG)f

" are ﬂoo.m:%

only if the expressions p(f) =

bounded.

State and prove Schwarz-Christoffel formula.

o d S.No. 230

© PN e oo

S.No. 230 17PMAO07

(For the candidates admitted from 2017-2018 onwards)
M.Sc. DEGREE EXAMINATION, NOVEMBER 2018.
Second Semester
Mathematics
COMPLEX ANALYSIS

Time : Three hours Maximum : 75 marks
PART A — (10 x 2 = 20 marks) =~
Answer ALL the questions.
1.  If \,ANV is analytic in an open disk A, then prove

that .q \ANV dz=0 mom every closed curve y in A.
4 _—

State Liouville’s theorem. |

Define simply connected region.

State Rouche’ s theorem.

Define Poisson integral.

State Hurwitz theorem.

Write down the Jensen’s formula.

Define normal.

Define free boundary arc.

10. .Ummzm elliptic integral.
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11.

12.

(@

- ()

(@)

®)

PART B — (5 x 5 = 25 marks)
Answer ALL questions.

Suppose that f ANV is analytic in an open disk
A, and let ¥ be 4 closed curve in A. Prove
that . for

nly, a).fla)=5—

‘the index of & Sunr respect to y .
Or
If f(z) is analytic for _m_ <1and satisfies the

271

.—\AN QN where :Q.nv

conditions _\ ANV _ <1, f onu 0 then prove that -

|fz)<<] and |F(0)|<1. Also if |[f(z)| =] for
some z#0, or m.._\on_uH. then prove that

f ANV = ¢z with a constant ¢ has absolute value 1. -

Let \ANV be analytic expect for isolated
mmsmc_miﬂmm a; in a region Q. Prove that

._.\ NV&N M:oﬁ Q\.v wm.mxﬁmv : for any

271 7 0

o%&m 4 Sgnw is homologous to zero in Q

and does not pass through any of the
pointsa;.

Or

Evaluate .Tom sin@ dé.
0 .

2 S.No. 230

any point a not on ¥

13.

14:

15.

(@)

(b
(@

®)

@

(b)

9 2 N
Derive EAQVHNIM.. m $ ulz) &Qw
|z|=r |4 —0Qf -

_ .-. NQMHM:A&&%.
Z[-R .

. Or
Discuss the reflection principle.

Prove that a family & of analytic functions is
normal with respect to C if and only if the
functions in & are uniformly bounded on

" every compact set.

Prove that a family & is totally bounded if
and only if to every compact set £ cQ and
every €>0-it is possible to find \_. Y A &

such that every fe & satisfies &A\..\LAm on

. E for some f;.

Prove that a nodﬁzzocm »..:soaob u(z) which

H 27
zﬁuov o7
0

necessarily harmonic.

satisfies =Amo +r m&v&m i

Or

Derive Harnack’s inequality.

3 " S.No. 230
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16.

17.

18.

19.

20.

SECTION C — (3 x 10 = 30 marks) .
Answer any THREE questions.
State and prove first proof Sylow’s ﬁrmommﬁ.

Show that every finite abelian group is the direct
product of cyclic groups.

State and prove first isomorphism theorem.

If K is a finite extension of F', then ‘Qﬁm F)isa
finite group and its order, o(G(K, NJV satisfies
oG(K,F))<[K : F].

State and prove Frobenius theorem.

4 S.No. 409

S.No. 409 : 17PMAO05

(For the candidates admitted from 2017-2018 onwards)
M.Sec. DEGREE EXAMINATION, NOVEMBER wo.Hm.
. Second Semester
Mathematics
ALGEBRA
Time : Three hours . ‘ Maximum : 75 marks

mmO.EOZ A— G..o x 2 =20 marks)
Answer ALL questions.
1. Define conjugate of @ in G.
2. Define p-Sylow subgroup .o».. G.
3.  Define :Ewlw:ﬁ,m of G.
4. - Define normal subgroup.
5.  Define right regular module.

6.  State Zorn’s lemma.
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When a group is said to be solvable.
Define splitting field.
State Jacobson theorem.

Define finite field.

SECTION B — (5 x 5 = 25 marks)
Answer ALL questions.

If A, B are finite subgroups of G then show
o(4)o(B)

that o(4xB) = : .
(4xB) er»)kmwx-;
Or

Show that conjugacy is an mnz:\&mbnm
relation in group G.

f G and G' are isomorphic abelian group
then show that for every Eﬂmmmu s, G(s) mzm
G'(s) are isomorphic.

Or
If G is the internal direct product of

Ny,...N, . Then for i = j, N; NN, =(e) and if

ae N;, be N;then prove that ab=ba.

S.No. 409

Prove that every cyclic module is isomorphic
to a quotient module of the regular module
by moEm right ideal.

Or
State and prove Modular law.
Show that the fixed field of G is a subfield of
X . 7

Or
Let G=S,, where n>5; then prove that
G®or K =1,2,..., contains every 3-cycle of
S

n*

If the finite field F has p™ elements then
show that the polynomial 2" —x in Flx]
factors in F[x] as x*" —x n:QI\C.
: AeF
* Or

Let C be the field of complex numbers and
suppose that the division ring D is algebraic
over C. Then prove that D = C.

3. . S.No. 409
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16.

17.

18.
19.
20.

() Let A be the complex 3 x 3 matrix

2 0 0

a 2 0 then find its minimal
b ¢ -1 )

polynomial. |

SECTION C — (3 x 10 = 30 marks)

Answer any THREE questions.

Let V and W be finite-dimensional vector spaces
over the field F such that dimV =dimW . If T'is a
linear transformation from V into W, then show
that the following are equivalent :

(@) Tisinvertible.

(b) ﬂmm.bob-wim&mw. :

(c) Tisonto, (i.e.) gm. range of T'is' W.

Let F be a field and a be a linear &mmvum.éﬁr

identity over F. Suppose f and g are polynomials-

over F, that & is an element of a and that ¢
belongs to F. Then show that :

@ (f +&) @) =cf (@) +g(@) and

b)) (fe)(@)=f(a) gla).

State and prove Cayley-Hamilton theorem.
State and prove primary decomposition theorem.

State and prove cyclic decomposition theorem.

4 . © S.No.224

S.No. 224

17PMAO1

(For the candidates admitted from 2017-2018 onwards)

. M.Sc. DEGREE EXAMINATION, NOVEMBER 2018.

: Time : Three hours

First Semester
Mathematics

' LINEAR ALGEBRA

Maximum : 75 marks

SECTION A — (10 x 2 = 20 marks)
Answer ALL questions.

Define nullity.
Define annihilator.

Define prime polynomial over the field F.

Define ring.

Define diagonalizable.
Define classical adjoint of matrix..

Define skew-symmetric matrix.
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10.

11.

12.

Define. nilpotent.

State generalized Cayley-Hamilton theorem.

Define Jordan matrix.

@

() If S is any subset of a finite-dimensional =

(@)

(b).

SECTION B — (5 x 5 = 25 marks)

Answer ALL questions.

Let Vand W be vector spaces over the field F

and let 7 be a linear transformation from V

5.8 W. Suppose that V is finite-dimensional.
Then show that Rank(T) + Nullity(T) =dimV.

Or .

vector - space then show that-(S°)° is the
subspace spanned by S.

Suppose f and d are non-zero polynomials -
over a field F such that deg d <deg f. Then

show that there exists a polynomial g in
F[x] such that either f-dg=0 or

def (f —dg) <deg \

Or

Prove that a linear combination of n-linear
function is n-linear.

2 S.No. 224

13.

15.

(2)

(b)

€))

(b)

(@)

Scanned by CamScanner

Let K be a commutative ring with identity
and let A and B be nxn matrices over K.
Then prove that det (AB) = det(A)det(B).

Or
31 -1
Let A be the real 3 x 3 matrix |2 2 -1
2 2 0

then find the characteristic value of A.

Let W be an invariant subspace for 7. The
characteristic polynomial for the restriction
operator Ty, divides the characteristic
polynomial for 7. Then show that the
minimal polynomial for T, divides the

-minimal polynomial for 7'

Or

Let -3 be a commuting family of
diagonalizable linear operators on the finite-
.dimensional vector space V. Show that there
exists an ordered basis for V such that every
operator in J is represented in that basis by
a diagonal matrix.

Let T be a linear operator on a finite-
dimensional vector space V. Then show that
there exists a vector « in V such that the
T-annihilator of a is the minimal
polynomial for 7.

Or

3 S.No. 224
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11.

12.

13.

Define two dimensional flow. 14.

Define complex velocity potential.

Define the stress matrix.

Write the Navier-Stokes equation in Tensor and

@

(®)
(@)

®)

(a)

(b)

Vector form. 15.

SECTION B — (5 x 5 = 25 marks)
Answer ALL the questions. .

Discuss the local and particle rates of
change. e

Or i S

Derive the equation of continuity.

mu@_&u” The pitot tube.
Or e . 16.

Derive Euler’s mazwﬁ,ou of motion. :

If w;M:Q.. Y¥)is a harmonic function then

prove that r VS (6, ¥) is also harmonic.
Or

Discuss an image of a source in a solid

sphere. :

2 : S.No..229

17.

(a)

(®)

(@)

(b)

Discuss the flow for which w =22,

Or

State and prove Mime-Thomson circle
theorem.

s

Discuss translational motion of fluid

“element.

Or

wxunmmm.nrm six distinct components of the
stress matrix in terms of the principal
stresses. ¢

SECTION C — (3 x 10 = 30 marks)

Answer any THREE questions.

At the point in an incompressible fluid having
spherical vowma. co-ordinates (r, 8, ¥), the velocity

components are [2Mr™ cosd, Mr=sin, 0], where

M is a constant. Show that the velocity is of the
potential kind. Find gm velocity potential and the
equations of the streamlines. - .

Prove that at any point P of a moving inviscid
fluid the pressure p is the same in all directions.

'3 . 4 S.No. 229
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